Course Schedule

* Introduction
e 1. Data visualization: PDPs, KDEs, and CDFs

2. detritalPy
* Break

e 3. Statistical metrics & MDS

« 4. DZmds & Dzstats application
* Break

« 5. Mixture modelling introduction & theory
* 6. DZmix application

* 7. DZnmf application

* Wrap-up



Module 7 Learning goals

« Understand the theory behind non-negative matrix factorization

» Understand how NMF can be used to identify unknown
sediment sources.

» Understand how breakpoint analysis is used to determine the
optimum factorization rank.

* Apply NMF using DZnmf.



Module 7 Outline

* Non-negative matrix factorization

 NMF concept
 NMF basics

* |dealized example
« Known and factorized age distributions
« Known and factorized weights

* Determining the number of sources
e DZnmf

» Factorizing a synthetic data set

* Impact of the number of samples on factorization
« Determining the optimum number of sources
 NMF of an empirical data set.



Non-negative matrix factorization (NMF)

 “Bottom-up”
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* Sinks Wel_l Inspired by Sharman and Johnstone (2017, EPSL)
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obvious
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Graphical representation

 Mixture distributions are matrices!

* Treat them as evenly spaced time series
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A) PDPs (10 = 10%) Age (Ma)
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NMF Basics
« V: original non-negative data (m x S wo  uw o mw g0 ww e am
» Samples in columns (n: detrital
samples)

« Features in rows (m: i.e., values of
KDEs or PDPs)

* W: basis vectors (m x k)
* K: number of sources (rank)
* H: weights (k x n)
* (1,2) weighted elements of source 1,

‘ (W1,1|'_|1,2 + W ,Hy 5 + Wy gH5 5 )
* (4,4) weighted elements of source 1,

* Wy Hy g+ WyoH, 0+ W, 3H5,)
e elc

(Lee & Seung, 1999 & 2001)
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NMF Basics

« CAVEATS

* NMF Is non-convex
« May find a local minimum

e Sensitive to Initial conditions

* |nitial conditions in DZnmf are
randomized

« MULTIPLE RUNS!

~15 '

-2 -1
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Known and factorized
age distributions

V=EWH + E

« Synthetic sources from Sundell
and Saylor (2017)
« KDEs 20 Myr bandwidth

 Input sources randomly mixed into
40 sink samples

o [Factorizea with no training or
supervision

* Cross-correlation and Kuiper V
Indicate nearly perfect matches |NPUT

A) Input (filed) & factorized (white) sources
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Saylor et al. (2019, EPSL)
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Known and factorized weights

V=WH + E

« Comparison of input and
factorized weighting
functions

* RZ2=10.95

Saylor et al. (2019, EPSL)

B) Input & factorized weighting functions

1a
R2=0.952

n = 67,500 data points
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Determining the number of sources

r=Xp
2
SSRi =Y (Rr — f(xp)) — N
r=2 gg %“’
-%O' UJ8_
and O + U
< .
S _
SSRy= ) (Rr—(g(x)” £S1__ — e
'=Xp 2 4 2 4 6 . 18

6
NMF rank (number of sources)

* R, = final residual
Saylor et al. (2019, EPSL)

* f(x) and g(x) = predicted value for linear fit

« CAVEATS
* The breakpoint is dependent on the ranks tested (Test to a higher rank)



Module 7 Outline

* Non-negative matrix factorization

* NMF concept
« NMF basics

* |dealized example
« Known and factorized age distributions
« Known and factorized weights

* Determining the number of sources

« DZnmf: see Step-by-Step guide for instructions
« Factorizing a synthetic data set
* Impact of the number of samples on factorization
« Determining the optimum number of sources
 NMF of an empirical data set.
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Optimization

« 1. Initialize the entries in W and H with random positive
* values

« 2. Update W

« 3. Update H

* 4, |terate steps 2 and 3

17



Input controls on
results (W)

» Greater dissimilarity
between input sinks
&

* More sink samples
Results in

* Closer match between
factorized and known
sources

Saylor et al. (2019, EPSL)
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results (W)
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Input controls on
results (W)

 Greater sink size
&

* More sink samples
Results in

* Closer match between
factorized and known
sources

Saylor et al. (2019, EPSL)

>

Mean Cross-correlation coefficient
between factorized and known source

02 03 04 05 06 07 08 09

TN

o

2
Normahzeg numbgr of

.35 A
(# sink samples /s sink samples 45 :

sources)

6

Sample size (n)
150 200 250 300 350 400 450 500 550

[=]
[=]

100

50

\\
N\
AN

Greater similarity
\  between factorized
\ and known sources

o
o

1
o
oo

.
o
N

o
tn

600

S =
N [+))
Mean Cross-correlation coefficient

between factorized and known source

09

L
o
o

L
o
~

o
Ln

o o
B [e)
Mean Cross-correlation coefficient

between factorized and known source

2 25 3 _ 3.5
Normalized number of sink samples
(# sink samples/# sources)

20



92IN0S UMOUY pue paziioloe}
u2aM1aq dnjeA A Jadiny| ueay
wn

.
(=]
T

Input controls on
results (W)

 Greater sink size

N

T T I T T

w o~ wy — [Ta} o
~ o = o S

(=] (=] (e}
92Inos umoly| pue paziiolde)
U2am1aq anjeA A Jadiny ues|y

&
* More sink samples

Results Iin
* Closer match between

92IN0S UMOUX pue paZlioloe]

—

=)

0.
—0.1

usamiag anjen A Jadiny uespy
(¥a) wn

D
600

factorized and known

SOources

(u) z1s 9|dwies

\\
1=
Q5
W, N S
- | -
| © O O
— ..a 6\
E g€
) 7
o 2
- o O ¢
T 2 x
O M\d\ -
— = @ C
I O o w© )
1 1 1 1 1
00s 00% 00¢ 00¢ 001l

0

4.5

25 3 3.5

Normalized number of sink samples

1.5

21

(# sink samples/ # sources)

. (2019, EPSL)

Saylor et al



Input controls on
results (H)

 Greater sink size
&

* More sink samples
Results in

* Closer match between
factorized and known
sources

Saylor et al. (2019, EPSL)
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Input controls on
results (H)

* More sink samples
Results in

* Closer match between
factorized and known

SOources

» Greater dissimilarity

between sink samples does

not affect similarity of
factorized and known

weights.

Saylor et al. (2019, EPSL)

@)

Range of sink Cross-correlation coefficient Correlation coefficient between

0.0-0.2 01-02 0.2-03 03-04 04-05 0506 06-07 0.7-0.8

gfgtlngcs; (RZL
S
/

known and factorized wei

/

©
/
o
0

N
[
L
o
~

o
o
/
.
o
o

o

(9]

/
S
w

7 A 7 7 T T A -
TR L

o
'S
[

L
o
o

o
w
[

[=]

N
=]
w

[

Correlation coefficient between
known and factorized weightings (R?)

o

=
[
.
=)
N

°©

L

5 - e

2

£ 25 EEEEE . e = =
Orrna.'lzed 3 "'—!——"-5—-7-!_‘-*"‘——"-__‘-_'-‘—-——--—-‘0 so6 0607

(#si b I TV 03 0304 0405  Bo S sefficient
Si - 0.2-0. coe
nk sq ink 5 0002 0102 ink Cross-correlation
l'es/# ur Samples Range of sin
Ce

between factorized
and known
weightings

o
53

" | | Greater similarity
/
/

1
o
~

1
o
o

1
o
wn

1
©
N

Correlation coefficient between
known and factorized weightings (R?)

4.5 5 23

25 3 35
Normalized number of sink samples
(# sink samples/# sources)



